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Abstract

Document enhancement tools are a valuable help in the study of historic documents. Given proper filter
settings, many effects that impair the legibility can be evened out (e.g. washed out ink, stained and yellowed
paper). However, because of differing authors, languages, handwritings, fonts and paper conditions, no
single parameter set fits all documents. Therefore, the parameters are usually tuned in a time-consuming
manual process to every individual document. To simplify this procedure, this paper introduces a classifier
for the legibility of an enhanced historic text document. Experiments on the binarisation of a set of
documents from 1938 to 1946 show that the classifier can be used to automatically derive robust filter

settings for a variety of documents.
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1 Introduction

Readers of historic documents are often confronted
with damaged or degraded pages where the text
has become difficult to read. Stains and washed
out ink impair the contrast of the text and hinder
the efficient study of bigger numbers of documents.

A certain improvement can be achieved by the ap-
plication of digital image processing techniques:
Shading filters achieve a homogeneous background
intensity. Smoothing filters remove noise, sharpe-
ning filters accentuate details and contours. By
adjusting the filter parameters properly, these me-
thods achieve good results with most types of docu-
ments [1]. The downside is that the optimal para-
meter settings are specific to individual documents.
A manual parameter tuning for every document is
time-consuming and compensates the advantage of
improved legibility.

This paper presents therefore a method to eva-
luate certain parameter settings of interest auto-
matically. To this end, a classifier is trained that
judges the legibility of binarised text documents.
The classifier distinguishes between three classes of
legibility. Good experimental results are achieved
for the diaries of Dr. A. A. Frieder [2].

2 Problem Statement and
Related Work

In this paper, the legibility of a text is primarily
judged on the basis of binary images. This does
not necessarily implicate that binary images are
optimal for reading, though contrast enhancement
is certainly crucial. Instead, binarised documents
are considered as intermediate representation that
indicate which pixels belong to the text and which
to background. A text is therefore considered as le-
gible if the text pixels form clearly outlined letters
without spurious text pixels in background areas.
In contrast, a text is considered illegible if letters
disintegrate into separate parts and pixels, or if
letters disappear completely, or if letters fuse with
background areas that are spuriously classified as
text. The approach does not prohibit filtering but
provides beneficial additional information to filte-
ring methods.

The problem can be stated therefore as finding a
parameter setting for a binarisation method that
achieves a good legibility for a variety of docu-
ments. The notion of optimality in a strict mathe-
matical sense is avoided here, since the legibility
can only be estimated with a certain accuracy. The
accuracy is limited by the subjective aspects of
the topic. However, missing parts of a text can be
identified without any doubt.



The difficulty of the binarisation problem depends
on the image material. The chosen database [2]
is unconstrained in terms of the following visual
properties:

e Multiple languages, e.g. Slovak, German
e Multiple authors, e.g. letters from other people

e Handwritten, typed and printed texts, some-
times on the same page

e Sticked in texts, e.g. from newspapers
e Sticked in photos

e Overlay of multiple writings

e Corrections and footnotes

e The back side of a page may shine through
e Multiple fonts on one page

e Washed out and bleeding ink and toner
e Different text colours

e Different fonts, sizes, thickness

e Varying priority for small details

e Text on chequered or lined paper

e Yellowed paper and stains

There are many related topics in document image
processing. Optical Character Recognition (OCR)
deals with the extraction of features that allow
for the segmentation and classification of single
letters or even words or phrases. While legibility is
a part of the problem, the approach can only be ap-
plied to typewritten text. Well-performing OCR-
features like e.g. Fourier descriptors represent pre-
cise shapes of letters. Because of the mixture of
different handwritings and typewritten or printed
fonts, such features cannot be generalised easily.

Handwriting Analysis and Signature Recognition
are limited with respect to typed text. Dynamic
features from Signature Recognition based on the
movement of the pen are not available. Varying
authors complicate the problem.

Methods from Document Structure Analysis pro-
vide a useful segmentation of a page into separate
text and image sections. The optimisation of legibi-
lity is not the primary goal of the method, though.

3 Automatic Legibility
Estimation

The core idea is to produce multiple binary images
from a document using different parameter settings
and choose the best result based on an automatic
legibility estimation. To this end, a legibility func-
tion A(¢) : R? — R must be found that judges
a parameter set ¢. However, the parameter set ¢
alone does not contain information on the legibility
of a text. To incorporate this information, a set ¢ is
characterised by a d-dimensional feature descriptor
1 that is computed on the resulting binary image.
The return value of the function is a scalar value
that indicates the legibility. The legibility could be
measured as the reading speed (of a human) for
some sample document or the number of errors
during reading. However, a number of discussions
and psychological experiments are required to find
reliable samples and units. Therefore, in this pa-
per, a simplification is conducted. To check if the
approach is viable, the legibility is stated in terms
of a natural number based on the author’s personal
aesthetic sensation:

e The grade 0 is given if the binarisation re-
sult does not represent legible text, e.g. black
or white areas, photos, blobs and scattered
points.

e The grade 1 is given if the binarised image
represents text, though letters may be frag-
mented or merged.

e The grade 2 is given if the binarised text is
clearly outlined or if no better binarisation
can be achieved.

The legibilty function therefore has the simplified
form

A(®): N {0,1,2}. (1)
The mapping from the features ¥ to the legibility
A is learned from sample data.

The function A can be used to iteratively optimise
an initial set of binarisation parameters, e.g. using
nested intervals or gradient descent (ascent) (cf.
fig. 1a). However, in face of the coarse quantisation
of the result value, a parallel approach seems fa-
vourable where all parameter sets of interest are
checked exhaustively (fig. 1b).

To account for stains and uneven background in-
tensities it seems also advantageous to subdivide
a bigger document into smaller sub-regions and
optimise the parameter sets locally. The resulting
parameter sets can be compared to the results of
adjacent regions and filtered if necessary.

The next section discusses the features that re-
present the domain of the legibility function.



a) Iterative document processing

b) Parallel document processing

Figure 1: Tterative or parallel document processing

4 Domain of the
Legibility Function

The feature extraction is conducted on binarised
image regions of 100 x 100 pixels size. The regions
size is a trade-off between the number of letters in
the region and the spatial frequency of the adap-
tation to the background gradient. Although the
font sizes vary strongly, the regions are big enough
to contain whole letters or words.

For a binary image, the number of connected black
regions b,, white regions w,, the number of black
pixels b, are computed. From these values, the first
components of a 14-dimensional feature vector ) =
(0,1, ...,113) are computed as

Yo = b, /region size,
11 = b, /region size, (2)

19 = w,/region size.

These features represent the proportion of black
pixels in the region, as well as a measure of the
fragmentation into black and white sub-regions.
The aim of these features is to indicate broken
lines, isolated points and noise. The next features
represent averaged properties of connected black
regions, that is to say

13 = mean area of a connected black region,
14 = mean width of the surrounding square,
15 = most frequent principal orientation,

g = mean ratio of area to width.

To incorporate information on the stroke thickness
of a letter, the binarised region is eroded using a
3 x 3-box. The features ¥z . . .13 are computed the
same way as for g . . . 1g, just on the eroded image.

Fourier descriptors and other shape features used
for OCR (see [3] for a review) are powerful for
the distinction of different letters. However, in face
of different languages, writers, handwritings and
fonts, they seem too selective for the present task.

Table 1: Confusion matrix for the test of the legibility
function using a 14-dimensional feature descriptor.

Recognised legibility | Annotated legibility
good medium bad
good 158 31 9
medium 19 60 15
bad 5 60 428
Precision 0.70 0.64 0.92
Recall 0.87 0.40 0.95

Please note that the features do not computatio-
nally depend on the size of the region. Complete
scale invariance, however, seems unlikely because
effects of the general document structure may be-
come more important at higher scales.

A SVM-classifier [4] with soft margin is used to
learn the mapping of ¢ — {0,1,2} from a set
of sample images. To this end, a set of 18 docu-
ments from the data base [2] is chosen. For each
document, 10 regions are randomly selected and
binarised using the thresholds 30, 74, 101, 117, 128,
139, 155, 182 and 226. The resulting 1620 binary
images are manually annotated, randomised and
split into approximately equally sized training and
test sets.

A second classifier is trained under the same condi-
tions except that only features vg,1; and 3 are
used.

The structure of the learned mapping is now ana-
lysed.

5 Value of the
Legibility Function

For the 14-dimensional feature descriptor, an accu-
racy of 86% for the training samples and 82% for
the test samples is achieved. Figure 1 shows the
confusion matrix. The best results can be achie-
ved for good and bad binarisations, whereas the
samples of medium quality are often confused with
the other classes. Taking into account the nume-
rical predominance of bad quality samples, confu-
sions with the good quality samples occur more
frequently. This indicates a possible overlap of the
good and medium class in feature space. The scat-
ter plot in fig. 2 supports this.

The restriction to the first three features brings
very similar results. Here, an accuracy of 84% du-
ring training and 81% during test is achieved. The
tested shape features seem to contribute only little
to the results.

The additional features of the opened binary images
contribute indirectly to the results. As fig. 3 shows,
good and medium quality samples differ mostly in
their variance. The low improvement from three to



Figure 2: Distribution of v (filling factor, black) and
11 (density of black regions) for the test samples
including annotation.

Figure 3: Distribution of the feature differences ¥7 — o
(filling factor, black) and s — 11 (density of black
regions).

14 features suggests that this difference in variance
concerns only samples that have have already been
classified correctly using only three features.

Figure4 shows some of the test samples ordered
by classification result. The samples classified as
good contain mostly clearly outlined letters but
sometimes also letters with small holes, or straight
lines from the borders of sticked in papers.

Samples classified as medium contain mostly let-
ters with thin strokes, broken lines and sometimes
parts of photos. They are often visually close to
the good quality samples.

The image regions classified as bad contain prima-
rily bright samples with occasional clutter, as well
as dark parts of photos.

In summary, the classification results seem rea-
sonably good. Since the intercoder reliability has
not been measured yet, it is unclear if the samples
are suited to evaluate better classifiers. Given the
subjective aspects of the topic, different people will

a) Binary images classified good

b) Binary images classified medium

c¢) Binary images classified bad

Figure 4: Test samples and output of the legibility
classifier. For every class, 60 binary images are shown.



probably judge the legibility of a sample different.

The next section shows an example for a parameter
optimisation based on the trained legibility func-
tion.

6 Parameter Optimisation
and Filtering

For one of the optimisation strategies to be viable,
the legibility function must have a robustly detec-
table maximum over the space of the parameters
¢. To check if this is the case, a simple binarisation
system is introduced.

As before, the document is subdivided into overlap-
ping regions of 100 x 100 pixels. For every region,
a set of binary images is produced by thresholding
at all values from 0 to 255. Every binary image is
then rated by the legibility function.

Figure 5 plots the computed legibility versus the
threshold for a few example regions. The first plot
(a) shows the legibility for text region. The out-
put of the function has a single broad maximum
indicating a wide range of viable parameters. The
center of gravity of the function is computed and
used to threshold the original region. The result is
a perfectly legible binarised image section.

The second plot (b) shows a less robust example
where the parameter interval 157-226 has not been
classified as legible. Nevertheless, the center of gra-
vity provides a good binarisation result. The span
from the minimum value classified as legible and
the maximum value classified as legible is as big as
in the previous example.

Plot (c) shows the output of the legibility function
if the input is not a text region but a photo. It turns
out that many of the resulting binary images have
statistical properties that are similar to binarised
text. A wide range of thresholds is marked as sui-
table for binarisation. The function cannot reliably
distinguish between text and photos.

Plot (d) shows a typical result for a background
region. The function identifies only a very small
range of values as suitable for binarisation. The
resulting binary images show usually noise, Jpeg-
artefacts and paper edges. The tested shape fea-
tures do not distinguish between letters and Jpeg-
artefacts.

To summarise, the output of the legibility function
is usually suited to find a good binarisation thre-
shold. In noisy cases, the center of gravity serves as
a robust candidate. While graphical areas cannot
be distinguished from text areas, the recognition of
empty background regions seems possible. In these

a) Perfectly recognised text sample

b) Partly misclassified text sample

c¢) Part of a photo

d) Background area

Figure 5: Dependency of the legibility on the bina-
risation threshold for different image material. The
bitmaps on the left show the original gray value image,
as well as a binarised version thresholded at the center
of mass of the legibility curve on the right.



a) Sample document “M.5.191_38”

b) Sample document “M.5.191_112”

it

e

¢) Sample document “M.5_191_122”

Figure 6: Text and background estimation based on
the range of thresholds classified as good. Dark gray
indicates a big range of good binarisation results and
therefore a high text probability.

areas, only a very small part of the parameter space
is classified as legible (cf. fig. 6).

Since artefacts of the image compression do not
improve the legibility of the document, the thre-
shold is set to zero if the range of good parameters
is too small. This results in white non-text/non-
photo areas.

In order to binarise a full document, the computed
thresholds are compared with those of adjacent
regions and filtered by a median filter. This reduces

potential misclassifications. To keep the borders of
the regions invisible, the threshold of every pixel
in the document is interpolated bilinearly between
the thresholds of the four neighbouring regions.
Close to text regions the background detection is
suppressed to avoid a fading of the text as a result
of the interpolation.

Figure7, 8 and 9 show the binarisation results for
three documents. The legibility of the example in
figure 7 is very good for the printed and the hand-
written bold text. However, not all of the thin
pencil marks are present in the binarised docu-
ment. Since they are very close to the dark, bold
text or the photo, the binarisation threshold is
tuned to the dominating neighbouring structures.
This can be compensated to a certain degree by a
sharpening operation, though this is not the focus
of this paper.

The example in fig. 8 seems complete and very clear.
The text shining through from the backside of the
original document is suppressed.

The example in fig. 9 is good except from the left
text border and the stamp on the lower right. The
inner part of the stamp is spuriously classified as
background and faded out. A sharpening operation
between the parameter optimisation and the actual
thresholding lets the letters stand out much clearer
but also emphasises background noise.

7 Conclusion

This paper presents a classifier for the legibility
of binarised text. Since the method does not ex-
plicitly perform character recognition, it is appli-
cable to both typewritten and handwritten text.
The time-consuming step of manual filter tuning
can be omitted, because all parameters are found
automatically.

The experiments prove that the method is suited
to automatically explore the domain of filter para-
meters and identify a stable subset. An accuracy
of 82% has been achieved for a test set of binarised
image regions.

With the present features, however, fine automa-
tic considerations of competing good parameterisa-
tions are constrained by a certain overlap in feature
space.
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Figure 7: Original and binarised version of sample document “M.5.191_38”



Figure 8: Original and binarised version of sample document “M.5.191_112”



Figure 9: Original and binarised version of sample document “M.5.191_122”
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